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Mechanisms governing sea surface temperature anomalies
in the eastern tropical Pacific Ocean associated with the boreal
winter Madden‐Julian Oscillation
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[1] The study objective is to explore the relationship between the Madden‐Julian
Oscillation (MJO) and intraseasonal sea surface temperature (SST) variability in the
eastern tropical Pacific Ocean. Previous studies have illustrated the connection between
MJO and the production of zonally large (>2000 km), persistent (∼weeks) SST anomalies.
Those studies suggested that vertical processes, such as advection and entrainment, forced
remotely by winds in the western Pacific (via Kelvin waves) may be the mechanism
controlling SST changes. To overcome limitations in situ observations (e.g., sparse and
missing data/quantities) and to develop a more comprehensive physical understanding,
this study examines the relationship using an ocean general circulation model. A
simulation was conducted in which the model was forced by idealized MJO conditions
constructed from observed forcing fields. Analysis of the model simulation shows an
equatorial Kelvin wave initiated in the western Pacific Ocean. However, analysis of the
model’s mixed layer temperature heat budget shows that in the eastern Pacific meridional
advection plays the major role in the sea surface temperature change, 61.8% of the
warming phase and 70.7% of the cooling phase percent heat budget. Zonal advection is the
second most important term to the warming phase (20.5%) with the vertical advection and
mixing term being second for the cooling phase (37.6%). In addition, the results indicate
that the primary component of the meridional advection is the advection of the mean
meridional temperature gradient by MJO‐forced meridional current anomalies. The
implications and caveats of these results are discussed in relationship to results in prior
studies.
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1. Introduction and Background

[2] The Madden Julian Oscillation (MJO) is the dominant
feature of atmospheric variability in the Tropics at the in-
traseasonal (35–95 days) time scale. MJOs are characterized
by large‐scale eastward propagating fields of strong zonal
wind anomalies and complex convective patterns which
exhibit strong cloud and rainfall anomalies [Madden and
Julian, 1971, 1994]. The convection anomaly for a typical
MJO will begin in the equatorial Indian Ocean and propa-
gate eastward to the western and central Pacific Oceans. The

MJO can play an important role in air‐sea interaction via
wind effects on surface latent heat flux and momentum
transfer, and cloud effects on surface shortwave radiation.
During the northern hemisphere wintertime the MJO con-
vection anomaly remains roughly symmetrical about the
equator and slightly south; during summertime the con-
vection anomaly tends to shift northward [Wang and Rui,
1990; Waliser, 2006].
[3] The MJO is known to have extensive influence on a

number of climate and weather phenomena in and beyond
the tropical atmosphere such as, the active and break periods
of the Asian monsoon [Yasunari, 1979; Lau and Chen,
1986; Lawrence and Webster, 2001], genesis of tropical
cyclones in the Pacific Ocean and the Caribbean [Liebmann
et al., 1994; Higgins and Shi, 2001], variability in rainfall
along the west coast of North America [Jones, 2000], South
America [Liebmann et al., 2004] and Africa [Matthews,
2004], and oceanic and atmospheric composition [Tian et
al., 2008].
[4] It can been seen in observational evidence that west-

erly wind events associated with MJO can likely influence
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ocean variability in the eastern Pacific, an area vital to the
development of El Niño‐Southern Oscillation (ENSO). The
rapid development of the El Niño in 1997 was significantly
influenced by higher‐frequency variability such as MJO
[McPhaden, 1999]. The time period leading up to the onset
of El Niño (late November 1996 to May 1997) was char-
acterized by increasingly strong MJO zonal wind activity in
the western Pacific. This was followed approximately two
months later by rapid warming of sea surface temperature
(SST) in the eastern Pacific (February–August). Weickmann
[1991] demonstrated that there may be a potential relation-
ship between strong MJO events and the triggering of the
onset of the 1981–1982 El Niño. He examined outgoing
longwave radiation (OLR), 150 mbar atmospheric circula-
tion patterns, and SST anomalies for the time period of
September 1981 to April 1982. This period covered the
transition phase to El Niño conditions and included 6 MJO
events. He found that the passage of strong MJOs from the
Indian Ocean to the Pacific can influence the interannual
anomalous atmospheric circulation and the SST anomalies
in the western and central Pacific during the onset period of
ENSO development.
[5] Kessler et al. [1995] used moored ocean buoys from

the Tropical Atmosphere‐Ocean (TAO) array along the
equator to examine the relationship between wind stress, 20°
C isotherm depth and SST. They found that the wind stress
anomalies associated with MJO can produce intraseasonal
Kelvin waves that travel across the Pacific and account for a
major component of the eastern Pacific thermocline depth
variability. These Kelvin waves travel at a speed of 2.4 m/s
and have a large zonal structure (>10,000 km or 90° of
longitude). Hendon et al. [1998] expanded on and confirmed
the Kessler et al. study by using the TAO 20°C isotherm
depth, ECMWF vector winds, and OLR. They used a sta-
tistical empirical orthogonal function analysis (EOF) method
to isolate intraseasonal Kelvin wave signals in the 20°C
isotherm depth. They found that intraseasonal Kelvin waves
have an eastward phase speed of 2.3 m/s and a west to
east travel time across the Pacific basin of approximately
70 days. They also state that intraseasonal Kelvin waves
are predominantly forced by eastward moving wind stress
anomalies west of 170°W produced by the MJO.
[6] It has since been suggested by Zhang [2001] that

intraseasonal SST variations observed in the equatorial
eastern Pacific could be related to the MJO via the above
described ocean Kelvin wave activity. The intraseasonal
SST perturbations that Zhang describes appear as a large,
coherent anomaly (zonal scale of 2000–5000 km; meridional
scale of ∼500 km) straddling the equator and reaching from
approximately 90°W to 130°W. These intraseasonal SST
perturbations should not be confused with SST anomalies
often associated with tropical instability waves (TIW) that are
found near the mean SST front north of the equator. SST
anomalies associated with TIWs have a period of 20–40 days
and a smaller spatial scale of 800–2000 km [e.g., Pullen et al.,
1987]. Zhang hypothesized that strong MJO westerly (or
easterly) winds in the western/central Pacific initiate down-
welling (upwelling) Kelvin waves that travel eastward. These
downwelling (upwelling) Kelvin waves depress (lift) the
thermocline in the eastern Pacific, which is normally shallow
due to upwelling, thus altering the vertical advection and
temperature gradient. The normal cooling effect of the

upwelling is suppressed (enhanced), and as a result the
SST warms (cools). Zhang developed this hypothesis
using SST and 20°C isotherm depth data from the TAO
buoy array, Reynolds and Smith’s [1994] weekly SST data
and wind data from European Remote Sensing satellites
[Bentamy et al. 1996]. He found that fluctuations in the
intraseasonal vertical advection in the eastern Pacific varied
coherently with the intraseasonal eastern Pacific SST per-
turbations on interannual time scales.
[7] McPhaden [2002] also used the equatorial portion of

the TAO buoy array to examine intraseasonally varying sea
surface temperatures in the Pacific. His study focused on
documenting the processes affecting SST variability at four
sites along the equator: the western Pacific warm pool
(165°E), the eastern Pacific cold tongue (110° and 140° W),
and a central transition zone (170°W). Using a mixed layer
heat balance approach he analyzed the relative contribution
of surface heat flux, horizontal advection, and a combined
term called “vertical advection and entrainment.” The ver-
tical advection term could not be directly measured but was
derived from an estimated vertical velocity composed of the
difference between the time variations in the 20° isotherm
and the mixed layer depth (W′), and a mean vertical velocity
(Wbar) based on shipboard ADCP measurements. McPhaden
found that vertical advection and entrainment were the
dominant processes in the eastern Pacific. Further, he went
on to note that Kelvin waves strongly mediate the dynamical
processes that control the SST variability in that region.
Additionally, he found that local surface heat fluxes can
influence these dynamically induced SST variations and
tends to damp them at a rate of about 20 W m−2 C−1.
[8] However, examining the results of McPhaden [2002]

or the Zhang [2001] hypothesis by using observational
evidence alone could give a misleading conclusion due to
the inability of the ocean observations to capture the full
nature of this dynamical system. For example, the Zhang
study focuses on linking Kelvin wave activity to SST
changes by relating fluctuations in the vertical temperature
gradient with Kelvin wave activity. However, the meridio-
nal and zonal advection, potentially important terms in the
eastern Pacific mixed layer heat budget, are not included in
his analysis. For the McPhaden study period of 1991 to
1999, the TAO buoy array recorded current data (i.e., U, V)
only on buoys located along the equator at 165°E, 170°W,
140°W, and 110°W. McPhaden’s approach relied on ana-
lyzing horizontal and vertical advection terms for the surface
mixed layer. However, the current meter and ADCP data he
used contains temporal gaps in the surface layer (0–50 m)
that ranged from weeks to several months most importantly
during the lead up to the 1998 El Niño. Also, his application
does provide for the analysis of the horizontal advection
terms at these select locations but it does not allow for the
analysis of meridional advection at potentially important off
equatorial regions such as 2°N and 2°S where, in the eastern
basin, there are large mean meridional temperature gra-
dients. Given the very strong gradients in both dynamic and
thermodynamic properties in the near‐equatorial region, and
the possibility that vertical and larger‐scale meridional
processes are important, it is crucial to be able to better
quantify all components of the surface heat budget in the
entire region associated with the intraseasonal SST anoma-
lies (i.e., ∼5°N–5°S).
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[9] In an alternative approach, Waliser et al. [2003] used
the Gent and Cane [1989] ocean general circulation model
(OGCM) to ascertain the basin‐wide impact of composite
MJO forcing on the near‐surface ocean. They found a SST
signal very similar to that observed by Zhang. Their pre-
liminary analysis of the ocean heat budget in the eastern
Pacific suggests that horizontal advective processes may play
a significant role in the formation of the anomalous SSTs.
More specifically, they found that the meridional advection
term was a principal contributor to the intraseasonal warming
and cooling events forced by the MJO.
[10] The purpose of this study is to explore the equatorial

eastern Pacific Ocean’s response to idealized MJO forcing.
Specifically, this study will focus on describing the ocean
dynamics and air‐sea exchange processes associated with
intraseasonal SST anomalies. To adequately answer this
question it is necessary to use high‐quality atmospheric
forcing data and a numerical model that is robust in simu-
lating ocean variability at relevant time scales: seasonal,
interannual and in particular intraseasonal. It is equally
important to make comparisons of the ocean model results
to ocean observations as a way to measure the fidelity of the
model experiment.
[11] This study expands on the Zhang [2001], McPhaden

[2002], and Waliser et al. [2003] results mentioned above,
and diagnoses the main mechanisms that are affecting
intraseasonal SSTs in the equatorial eastern Pacific. In this
study, the Gent and Cane OGCM, similar to that discussed
by Waliser et al. [2003], is used to examine the dynamics
and thermodynamics that induce these SST variations. In
section 2, the OGCM is described in detail, and the exper-
imental setup and forcing scenarios that are used to diagnose
the dominant mechanisms controlling the SST variations
are discussed. In section 3, results from a model validation
study and the idealized MJO study will be presented.
Section 4 gives a comprehensive summary and discussion of
the results in the context of observational data and previous
studies.

2. Description of the OGCM Model, Data,
and Setup

2.1. OGCM Description

[12] The Gent and Cane [1989] ocean model is a reduced
gravity, primitive equation model in sigma coordinates. The
model uses 25 sigma layers in the vertical including a mixed
layer; the last sigma layer resides above a quiescent plane
[Murtugudde et al., 1996]. The thickness of the mixed layer
and the lowest layer are calculated prognostically at each
grid point. The thickness of the intermediary layers, between
the mixed layer and the lowest layer, are determined such
that the ratio of each sigma layer to the total depth below the
mixed layer is held to a specified fraction. This is compa-
rable to a modified pressure coordinate system and creates a
flexible vertical model structure that allows the layer
thicknesses to vary from grid point to grid point. Second‐
order central differences are used to calculate the vertical
components of the model. The horizontal structure of the
model uses an “A” grid [Arakawa and Lamb, 1977]. The
domain boundaries are 30°N to 30°S and from 32°E to 76°W.
The spatial resolution is 1/3° latitude by ½° longitude.
Fourth‐order central differences are used to calculate the

horizontal advection. Horizontal friction is addressed by
using a high‐order, scale‐selective Shapiro [1970] filter.
For time integration, the Lorenz N cycle scheme is used
[Lorenz, 1971]. The model is forced using daily values and
uses a 360 day year or 72 pentad year.
[13] The model mixed layer uses the Chen et al. [1994]

hybrid mixing scheme to interact with the atmospheric
boundary layer above and the thermocline below. This
scheme is preferable as it combines the traditional bulk
mixed layer model of Kraus and Turner [1967] and the
dynamic instability model of Price et al. [1986]. This
accounts for the three major turbulent mixing processes:
mixed layer entrainment/detrainment due to atmospheric
wind stirring and heat flux (bulk mixed layer model), shear
flow instability (based on the gradient Richardson number),
and an instantaneous adjustment for high‐frequency con-
vection in the thermocline (dynamic instability model).
Complete freshwater hydrology is included in the model
[Murtugudde and Busalacchi, 1998] as a surface boundary
condition. The model set up uses a sponge layer at the north
and south boundaries where salinity and SST values are
damped toward the climatological values of Levitus and
Boyer [1994].
[14] The ocean model is coupled to an advective atmo-

spheric mixed layer model (AMLM [Seager et al., 1995]).
The coupled AMLM calculates the surface heat fluxes
between the atmosphere and the ocean and uses them to
determine the SST field for the next time step. The coupling
of the OGCM to the AMLM improves the simulation of
tropical SSTs and their feedbacks to model dynamics and
thermodynamics [Seager and Blumenthal, 1994;Murtugudde
et al. 1996]. The AMLM uses solar radiation, cloud cover
and winds as external forcing fields to compute first, the
boundary air temperature and humidity, and then the surface
heat fluxes based on the model SST. The standard bulk for-
mula and observed cloud cover are used to calculate the
longwave radiation [Seager and Blumenthal, 1994]. Air
temperature, humidity and imposed winds are used to cal-
culate the surface sensible and latent heat fluxes. Note that in
the proposed configuration, there is no heat flux adjustment
applied to the model.
[15] A spatially varying attenuation depth for solar radi-

ation based on the Sea‐Viewing Wide Field‐of‐View Sensor
(SeaWiFS) ocean color data set was used here to address the
cold bias in the eastern Pacific that was noted by Waliser et
al. [2003]. The vertical structure of local heating in the
upper layers of the ocean is affected not only by the amount
of solar radiation impinging on the surface but also by the
amount of particulate matter in the water column. According
to Murtugudde et al. [2002], an improvement in the repre-
sentation of the penetrating solar radiation (via attenuation
depth) can lead to improvements in the SST response in the
eastern Pacific. See Murtugudde et al. [2002] for details on
the implementation of attenuation depth scheme.
[16] In addition to the freshwater hydrology mentioned

above, the model incorporates the impacts of riverine dis-
charge to the upper ocean. For further details of the model,
its setup and execution please refer to Lucas [2007].

2.2. Model Forcing Setup and Data: Climatology

[17] The required surface forcing fields for the model are
precipitation, solar radiation, cloud cover, surface wind and
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stress, and at the continental margins, the surface wind, the
air temperature, and air humidity. For the spin‐up and the
climatology runs, the model was forced with daily averages
from the annual cycle of precipitation from the Xie and
Arkin [1997] data set, ISCCP C “total cloud fraction”
[Rossow and Schiffer, 1991], and shortwave radiation from
Earth Radiation Budget Experiment (ERBEE [Li and
Leighton, 1993]). The precipitation data from Xie and
Arkin is a blended product of in situ and satellite data. The
data used for the climatological values of air temperature
and humidity at the continental margins were obtained from
European Centre for Medium‐Range Weather Forecasts
(ECMWF) ERA‐15 reanalysis product.
[18] The surface wind data used for the wind and wind

stress calculation are from the Special Sensor Microwave/
Imager (SSM/I) [Atlas et al., 1996]. SSM/I winds are a
satellite derived ocean wind speed (at 10 m) data product.
The wind data was processed from daily values of zonal and
meridional wind from 1988 to 1999 to daily values of wind
stress, direction and speed. The daily values were used to
compute a 365 day annual average for each quantity which
were then interpolated to 12 month annual cycles. Wind
stress was calculated from wind speed using the bulk aero-

dynamic formula: �
! ¼ �airCD j U10

! j U10

!
, where air density

(rair) was defined as 1.25 kg/m
3 and the drag coefficient (CD)

as 1.5 × 10−3.
[19] An additional constraint was placed on the climato-

logical winds produced from SSM/I winds. The wind data
used for this setup are processed in a specific way as to

provide for the gustiness of the natural system that satellite
measurements typically cannot account for. A gustiness
factor was applied to the data such that there is a minimum
wind speed threshold of 4 m/s. This threshold was applied to
the climatological data, rather than incorporated into the
model code, in order to allow wind values to fall below 4 m/s
during periods of anomalous wind forcing such as low‐wind
conditions during the MJO forcing periods. This is discussed
in more detail by Waliser et al. [2003].
[20] The climatological run was forced using annual cycle

forcing from the data described above. It was initiated from
climatological values of SST and salinity from the World
Ocean Atlas [Levitus and Boyer, 1994] and integrated for
20 years to establish model equilibrium. The final three
years of the spin‐up period were averaged to establish
the model climatology, the state relative to which model
anomalies are calculated.
[21] The mean annual model SST is shown in Figure 1

(top). It shows a realistic annual mean SST with a western
Pacific warm pool extending out to approximately 170°E
and a cool eastern Pacific upwelling region extending west
along the equator. Figure 1 (bottom) shows the bias of the
model SST response compared to the Levitus and Boyer
[1994] observed SST data set. The western Pacific warm
pool is slightly biased warm with values ranging from ∼0 to
0.3°C. There is also a stronger cold bias in the equatorial
eastern Pacific with values of −0.2 to −1.4°C. The appear-
ance of blockiness in Figure 1 (bottom) is due to the Levitus
and Boyer data set being sampled on a 2° by 2° grid whereas

Figure 1. (top) Mean annual SST for the model. (bottom) Mean annual bias in SST for the model based
on Levitus and Boyer’s [1994] observed SST.
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the model resolution is 1/3° by ½° grid. The model data was
averaged to a 2° by 2° resolution prior to comparison with
the Levitus and Boyer data set.
[22] The climatological run was also used to determine the

internal variability of the model. Internal variability is that
fraction of variance which is internal to the model, is non-
deterministic, and is not associated with the annual cycle
response. To construct the internal variability, the 3 year
climatology data was averaged to form an annual cycle for
each pentad at each grid point. The annual cycle was then
removed from the three years of data and the mean variance
was computed. Figure 2 shows the internal variability of the
model with regard to SST, sea level, mixed layer depth,

zonal current (U
!
), meridional current (V

!
) and salinity. This

variance is shown in terms of the standard deviation. It is
apparent from Figure 2 that the internal variability is almost
entirely contained in the equatorial Pacific, with major
sources, such as tropical instability wave activity in the SST,
in the eastern Pacific region. The maximum values for SST,
sea level, mixed layer depth, zonal current, meridional
current and salinity are 0.4257 C, 1.7 cm, 6.8 m, 15.8 cm/s,
18.3 cm/s and 0.049 psu. The variability in salinity due
to the impact of the riverine discharge can be clearly seen
in the Indian Ocean basin, west of India with a value of
0.010 psu.

2.3. Model Forcing Setup and Data: MJO

[23] The surface forcing fields associated with the MJO
were constructed in the same manner as those described by
Waliser et al. [2003]. The goal of the composite approach is
to construct an idealized MJO pattern from observed fields
that is representative of a “typical” northern hemisphere
winter MJO event. With that in mind, a canonical MJO pat-
tern was identified using an extended empirical orthogonal
function (EEOF) analysis of filtered pentad (i.e., 5 day
averaged) Northern Hemisphere winter rainfall data [Xie and
Arkin, 1997] for the years 1979 to 1999. A 35–95 day
Lanczos [Duchon, 1979] filter was applied to the full data
series prior to the reduction to only winter months (winter is
defined here to be November–April). The EEOF was com-
puted for +/−7 pentad time lags on the region between 30°N
to 30°S, and 30°E to 180°E. This region, which includes the
Indian Ocean and western Pacific Ocean, was selected due to
the strong influence that MJO has on the rain variability in
that area during winter.
[24] Candidate MJO events were chosen based on the

EEOF Mode 1 unit normalized amplitude time series. When
the value of the amplitude time series for mode 1 exceeded
1.2 [see Waliser et al., 2003, Figures 2 and 3], the band‐
passed data was selected such that +/−7 pentads around the
peak amplitude were included. The resulting selection cap-

Figure 2. Internal variability (variance internal to the model, when forced by climatological forcing, but
not associated with the annual cycle) of the model with regard to (a) SST, (b) sea level, (c) zonal current
(U
!
), (d) mixed layer depth, (e) meridional current (V

!
), and (f) salinity for the full 12 month climatological

year. This variance is shown in terms of standard deviations.
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tured 31 MJO rainfall events used to produce a composite
(average) forcing structure 15 pentads in length. The other
surface forcing fields included: (1) shortwave obtained from
daily ISCCP‐derived surface shortwave values, available
mid‐1983 to mid‐1991 [Bishop et al., 1997]; (2) winds from
daily SSM/I, available 1988 to 2000 [Atlas et al., 1996]; and
(3) cloud fraction from daily ISCCP‐D‐derived total cloud
fraction, available mid‐1982 to 2000 [Rossow and Schiffer,
1991]. However, due to the differing availability of some of
the data sets, the number of selected events may be different
between fields. The number of events that went in to com-
posites for shortwave, cloud fraction and wind are 14, 19,
and 19, respectively. Consistent with the previous work by
Waliser et al. [2003], a scale multiplier of 1.7 was applied to
each composite to compensate for the decrease in magnitude
associated with the averaging.
[25] Using the above method, a single idealized, average

wintertime (November–April) MJO event was produced for

observed fields of rain, shortwave, wind speed, wind stress,
and cloud fraction. Figure 3 shows the composite MJO cycle
of surface forcing for rain (Figure 3 (left)) and zonal wind
(Figure 3 (right)). Each series is a 10 pentad (50 day) cycle
beginning with P − 4, which exhibits an eastward propa-
gating dipole structure that begins in the Indian Ocean and
moves to the western Pacific. For example, the structure of
growing positive rainfall in the Indian Ocean in P − 4 moves
through to the western Pacific in P + 4 and appears again in
P − 4 in western Pacific where it begins to decay through
P − 2. The rainfall maximum is approximately 12 mm/d and
is located over the western Pacific warm pool. Comparison
of the rainfall with the zonal wind series shows easterly
winds traveling ahead of the positive MJO rainfall event
and westerly winds developing behind. The zonal wind
maximum for easterlies is approximately 4.5 m/s and located
in the western Pacific. It should be noted that due to the

Figure 3. Anomalous MJO forcing for (left) rainfall and (right) zonal winds. Time progresses downward
from P − 4 (Pentad lagged by −4) to P0 to P + 4 denoting the position in the forcing cycle, every 2 pentads
(10 days) shown. The cycle completes and repeats in 10 pentads (50 days).
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seasonality of the MJO the major part of the forcing in all
fields occurs in the region of 5°N to 10°S.
[26] It can be seen in the comparison of P + 4 in Figure 3

with P − 4 that the cycle is repeating in nature. Since the
nature of MJO is cyclic, and the MJO often has several
events occurring in one season, the single idealized MJO
event (10 pentads) was concatenated together four times to
form a repeating series that lasts during the months of
October–May. The repeating series includes four sets of
10 pentads idealized MJO events (P − 4 (i.e., minus 4 lag)
through P + 5 (i.e., plus 5 lag, not shown)) plus 3 pentads
at the beginning (and end) to build up (and taper off) the
forcing. The beginning (ending) pentads are 0, 1/3, and 2/3
(2/3, 1/3 and 0) the strength of the first pentad of the
composite event.
[27] To illustrate the repeating nature of the applied

forcing, Figure 4 shows the series of four composite surface
forcing events concatenated together for the fields of rain,
zonal wind, meridional wind, shortwave and cloud fraction.
The forcing shown here is equatorially averaged over lati-
tudes of 3°N to 7°S and lasts for 46 pentads from October to
May. Comparison of the zonal wind forcing to that observed
by the TAO array (Tropical Atmosphere‐Ocean Project
[Hayes et al., 1991; McPhaden et al. 1998]) data set in the

Pacific Ocean during the period of November 1996 to May
1997 shows that the construction of MJO forcing is realistic
in magnitude and frequency. It can be seen that cloud
fraction forcing (and inversely, shortwave) closely follows
the rainfall pattern in the Indian Ocean and western Pacific.
However, the cloud faction in the eastern Pacific shows
cloud cover without MJO associated rain.
[28] The MJO forcing presented in this paper has been

idealized in several ways including compositing multiple
events into one event and concatenating four equally sized
events into one season. Justification for this approach can be
found by Waliser et al. [2003] where a comparison of cycle
amplitude and number of wintertime events are made to
observed wintertime MJO activity in the Pacific and Indian
Oceans.

2.4. Model Forcing Setup and Data: Validation and
Observations

[29] For the purpose of model testing and direct compar-
ison with observed data, the model was forced with total
observed fields of rain [Xie and Arkin, 1997], SSM/I winds
[Atlas et al., 1996], ISCCP C cloud fraction [Rossow and
Schiffer, 1991], and ISCCP shortwave radiation [Bishop et
al., 1997] from the period of 1 January 1990 to 26 June

Figure 4. Anomalous MJO forcing averaged 3°N–7°S.
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1999. These dates were chosen to allow for comparisons
with the TAO buoy data, which was used in the previously
published study of Zhang [2001]. The processing of the
surface forcing data for these runs was similar to the cli-
matological forcing data. Daily values were interpolated to a
72 pentads per year basis (roughly 5 day averages).

3. Results

3.1. Description of the OGCM Ocean Response:
Validation

[30] Tests were made to the OGCM to assess the ability of
the model to reproduce realistic sea surface and subsurface
temperature mean conditions and variability in the equato-
rial eastern Pacific Ocean using the 9.5 years of observed
forcing fields described in section 2.4. A 20 year spin‐up
period using the climatological (i.e., annual cycle) forcing
conditions described section 2.2 was used to initiate the
validation run.
[31] The model ocean response is compared with 9.5 years

of SST data from the Tropical Atmosphere Ocean (TAO)
buoy array [Hayes et al., 1991; McPhaden et al., 1998],
Levitus SST data [Levitus and Boyer, 1994], and SST data
from the Nino3 region (5°N–5°S, 150°W–90°W) of the

equatorial Pacific. The TAO buoy grid is composed of
67 buoys located on a rectangular, semiuniform grid (10–
15° longitudinal, 2–3° latitudinal separation) in the equatorial
Pacific covering the domain of 9°N–8°S, 137°E–95°W. It
should be noted that some buoys have longer time records
than others due to the addition of buoys to the array in the
mid‐1990s and some periods of those records have missing
data due to equipment failure. Daily TAO data was averaged
to 5 day pentad data after the leap days were removed. The
Nino3 SST index is a weekly SST data product and is
available from http://www.cpc.noaa.gov/data/indices/.
[32] The anomalous SST field at the equator for the

9.5 year simulation is shown in Figure 5 (left). The model
data shown here has been subset to the equator in the Pacific
Ocean for comparison with TAO SST data (Figure 5
(middle)). The TAO data is composed of those buoys along
the equator which are noted in Figure 5 with asterisks along
the abscissa. Figure 5 (right) shows a comparison of the
modeled SST to observed SST in the Niño3 region (5°N–5°S,
150°W–90°W). Figure 5 (left) shows the anomalous SST
response at the equator relative to the model climatology (see
section 2.2 for definition) for the 9.5 year simulation. Here
the 1997–1998 El Niño event is clearly seen as an anomalous
warming of approximately 4°C in the eastern Pacific. The

Figure 5. (left) Anomalous SST for the model at the equator for the years 1990 to July 1999. (middle)
TAO anomalous SST data for the same period. The white regions are areas of missing data, and blue as-
terisks on upper (lower) axis mark buoy locations during early 1990s (mid‐1990s). (right) Comparison of
the model with the Nino3 SST Index.
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modeled SST response reproduces many of the large‐scale
SST variations that are observed by TAO SST (Figure 5
(middle)). The model shows good agreement with the tim-
ing of variations in SST but is slightly biased cold compared
to the observed anomalous SST. The maximum bias in the
modeled Nino3 region anomalous SST is about 1°C during
the 1997–1998 El Niño.
[33] A comparison of the subsurface temperature structure

of the equatorial Pacific basin for both the TAO buoy data
set (Figure 6 (top)) and themodeled ocean (Figure 6 (bottom))
is shown in Figure 6. Figure 6 is constructed using pentad‐
averaged TAO and model data from 1 January 1990 to 31
December 1992 sampled at the equator. Since the TAO
subsurface sensors are on a nonuniform grid (i.e., each buoy

may or may not measure the same depth level as its neighbor,
see 125°W buoy compared to the 110°W buoy in the upper
100 m; sensor placement is marked by an asterisk), the data
was placed on a uniform grid that accounts for all available
sensor depths; depths without sensors were marked as miss-
ing data. An annual cycle was produced from the three years
of data then that annual cycle was temporally averaged to
produce the mean average subsurface temperature shown in
Figure 6. The data shown in Figure 6 are vertically interpo-
lated through unused levels. The TAO data was not tempo-
rally interpolated. The western warm pool (defined here as
SST greater than 29°C) in the model is smaller at the surface
and more shallow than that of the TAO data. In the eastern
Pacific (east of 120°W), surface water temperatures in the

Figure 6. Annual mean subsurface temperature (0–400 m) for the equatorial Pacific Ocean from January
1990 to December 1992. (top) Subsurface temperature from TAO buoys located on the equator; asterisks
mark the locations of active temperature sensors. (bottom) Subsurface temperature from the 25 layer model
at the equator.
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model are on the order of 23°C and are within a +/−1°C range
of the TAO data. The mean annual vertical temperature gra-
dient produced by the model is weaker in the mixed layer
region (i.e., the upper 100 m) (∼4.5°C/100 m, ∼3°C/100 m)
compared to the observed (∼7°C/100m, ∼7°C/100m) at 95°W
and at 120°W, respectively. Recent results from Karnauskas
et al. [2007] show that the Gent and Cane OGCM’s eastern
Pacific cold tongue bias could be improved by the inclusion
of the Galápagos Islands coastline. The presence of these
island features in the eastern Pacific acts as an obstruction of
the Equatorial Undercurrent (EUC) and, through an equa-
torial dynamical adjustment, can produce a deeper thermo-
cline, warmer SST and an improved subsurface temperature
structure.
[34] In general, the OGCM performed well at reproducing

a realistic mean annual SST structure of the equatorial
Pacific and was capable of simulating realistic SST vari-
ability. However, there is a SST bias on the order of 1°C in
the eastern Pacific as well as weaker vertical temperature
gradients compared to observations which, especially the
latter, is relevant to the study’s findings and caveats discussed
in section 4.

3.2. Eastern Pacific Ocean Model Response
to MJO Forcing

[35] Simulations forced by climatological forcing plus MJO
anomalies were performed to quantify the ocean response to
MJO forcing. The anomalous response was determined by
calculating the differences between the MJO‐forced response
and the response to climatological forcing. The simulation
timeframe is one year beginning on October 1. The forcing
contains 4 cyclic events of idealized wintertime MJO forcing
with each event lasting 10 pentads (see Figure 4 and
section 2.3).
[36] A composite ocean response, relative to a given time

in the MJO forcing cycle, was computed by averaging the

anomalous ocean response over each of three MJO events
plus a lagged response window. The response from the fourth
cycle was not included in the composite due to the length of
the forcing record and length of the lag window. The method
of compositing and the definition for a time descriptor (i.e.,
the given time in the MJO forcing cycle based on MJO zonal
winds) are shown graphically in Figure 7. The composite
window is 25 pentads and is composed of one MJO forcing
event (10 pentads) plus an additional 15 pentads to accom-
modate the lagged response window. The length of the lagged
response windowwas chosen to be long enough to capture the
observed lagged correlation between intraseasonal zonal
winds in the western Pacific (on the equator at 180) and
intraseasonal SST (on the equator at 110°W) taken from the
TAO buoys at those locations (+11 pentads between observed
intraseasonal winds and observed SST response which
accounts for the ocean Kelvin wave propagation from the

Figure 7. Graphical representation of the compositing technique and the time descriptor, W0. Spatially
averaged MJO wind forcing from 3°N to 3°S and 170°E to 180°E (green line). Red asterisks and arrows
denote maximumwesterly wind forcing. Blue asterisks and arrows denote maximum easterly wind forcing.

Figure 8. Time‐longitude plot of the anomalous SST
ocean response averaged 2°N–2°S. Black line is placed to
mark the time W0, the time of maximum westerly wind
forcing in the region of 3°N–3°S, 170°E–180°E. “W” and
“C” on the right‐hand axis mark the warming and cooling
event, repectively, presented and discussed section 3.2.1.
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western to eastern Pacific, +10 pentads for the modeled ocean
sampled at locations similar to those of the buoys; not
shown).
[37] In Figure 7, the notation of W0 corresponds to the

time at which there is maximum westerly wind forcing in
the western Pacific (red asterisks and arrows). Maximum
westerly wind forcing was determined by spatially averag-
ing the zonal wind in the region from 3°N–3°S and 170°E–
180°E (green line). Maximum easterly wind forcing occurs
one‐half MJO cycle earlier (i.e., −5 pentads) at W − 5 (blue
asterisks and arrows). The period from W − 9 to W0 is 10
pentads of MJO forcing, or a complete forcing cycle. Thus,
for the purpose of the discussion of Figure 7 and Figures 8–
12, which follow in this section, a westerly (or easterly)
MJO wind event occurs at W0 (or W − 5). The temporal
response of the ocean is calculated relative to W0 with W + 1
being one pentad after the wind event, W + 2 two pentads
after, and so on.
[38] It should be noted that due to the way the compos-

iting is constructed, the designated forcing period (i.e., W − 9
to W0) for cycles 2 and 3 overlap with the previous MJO
forcing cycle’s ocean response. For example, in Figure 7 the
second western Pacific wind‐forcing cycle overlaps the first

eastern Pacific response cycle. Therefore, when composited,
the response shown during the period of W − 9 to W0 is the
average response to both the local forcing and the response
remotely forced (i.e., via Kelvin waves) from the prior MJO
forcing cycles (i.e., cycles 1 and 2). For the purpose of clarity
in the temporal and spatial description below, the SST
response that will be discussed in detail will be the one that
occurs at least 10 pentads (i.e., period of lag between maxi-
mum wind and SST correlation) after maximum westerly
winds (W0) or maximum easterly winds (W − 5). The SST
response will be split into two phases, a warm phase and a
cold phase, and discussed individually. Additionally, the
transition from the cold phase to the warm phase (i.e., the time
prior to maximum positive SST anomaly) will be referred to
as “warming” or “warming phase” whereas the transition
from warm phase to cold phase (i.e., the time prior to the
minimum SST anomaly) will be referred to as “cooling” or
“cooling phase.”
3.2.1. Description of Temporal and Spatial Variability
of Ocean Model Response: Warm and Cold Phases
[39] Figure 8 shows the time‐longitude evolution of

composite anomalous ocean response in terms of SST aver-
aged at the equator from 2°N to 2°S. The time evolution of

Figure 9. Spatially averaged 2°N–2°S time longitude diagram of (a) zonal and (b) meridional current,
(c) mixed layer depth, (d) sea level height, and (e) salinity. Black line is placed to mark the time W0, the
time of maximum westerly wind forcing in the region of 3°N–3°S, 170°E–180°E.
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the SST in the eastern Pacific shows a large (∼25° longitude)
periodic pattern of warming and cooling on the order of 0.4°
C. The period of the combined warming and cooling cycle is
approximately 10 pentads. As noted above, the composite
response shows two warmings and one cooling in the eastern
Pacific that were initiated prior to W0, seen at W − 9, W − 1
and W − 5, respectively. These result mainly from the
inclusion of (in the composite) the ocean response from the
prior MJO event. To ensure that the warming (or cooling)
event in the eastern Pacific examined here is the one that is
remotely forced (i.e., one that develops at least 10 pentads
after maximum westerly winds), only the events marked on
the right‐hand axis in Figure 8 as “W” (or “C”), will be
discussed here after.
[40] Figure 9 shows the time‐longitude evolution for the

anomalous composite surface response in terms of zonal and
meridional current, mixed layer depth, sea level height and
salinity averaged from 2°N to 2°S. Zonal current (Figure 9a),
sea level height (Figure 9c) andmixed layer depth (Figure 9d)

all show the initiation of a downwelling Kelvin wave (at W0)
generated by the increasing westerly MJO winds in the
western Pacific. The Kelvin wave is the eastward propagating
region of eastward current (red) and increased sea level height
(red) which starts in the western Pacific and travels toward the
eastern Pacific arriving at 100°W at approximately W + 6.
Zonal current and sea level height displacement for the warm
(cold) phase are on the order of 30 cm/s (−30 cm/s) and 4 cm
(−4 cm), respectively. The mixed layer response in the
western and central Pacific shows a deepening mixed layer
(red) on the order of 4 to 20 m (−4 to −20 m, cold phase)
however, in the far eastern Pacific the mixed layer is only
minimally affected (less than 4 m for both phases) by MJO
forcing. Meridional currents (Figure 9e) in the eastern Pacific
are on the order of 10 cm/s and are influenced by the presence
of westward propagating tropical instability waves (TIWs).
[41] The spatial extent of the warm phase evolution in

terms of SST, zonal current, and meridional current is shown
in Figures 10–12. The phase evolution shown in Figures 10–

Figure 10. Warm phase composite ocean model SST
response to three cycles of MJO forcing. W + 10 to W + 13
are relative to the maximum westerly wind in the western
Pacific (W0). W + 10 is 10 pentads (50 days) later, W + 11
is 11 pentads later, and so on.

Figure 11. Same as Figure 10 except zonal current
response to three cycles of MJO forcing. W + 10 to W + 13
are relative the maximum westerly wind in the western
Pacific (W0).
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12 is W0 (the time of peak westerly wind forcing), W + 10
(10 pentads later during the peak rate of SST warming), and
1 pentad intervals up toW+ 13 (the peak SST anomaly). On a
basin‐wide scale these results for the most part show the
expected response in the Indian and Pacific Oceans and are
consistent with the previous studies discussed in the intro-
duction. Since the focus of this work is the tropical Pacific,
hereafter the discussion will be limited to that region. Due to
the similarity in the structure of the response between the
warm and cold phases, only the warm phasewill be presented.
The cold phase response will be described in relation to the
warm phase.
[42] The most obvious feature of the anomalous SST

warm phase response in the eastern Pacific (Figure 10) is the
systematic warming in W + 11 through W + 13. The
maximum SST change in the eastern Pacific is on the order
of 0.5°C and is confined to the equatorial region. The per-
turbation in W + 13 (the peak anomalous SST) extends
approximately 25° in longitude (2750 km) from 95°W to
120°W and from 3°N to 3°S in latitude (660 km). The

longitudinal center of the peak SST perturbation is zonally
stationary in time at approximately 110°W (also seen in
Figure 8), however the western edge grows slightly to the
west over time by approximately 10° longitude.
[43] For the cold phase, the peak easterly wind event

occurs at W − 5. The corresponding development of the cold
phase is weaker and less spatially coherent than the warm
phase. The minimum anomalous SST in the cold phase is on
the order of −0.3°C when averaged over 2°N to 2°S. The
zonal structure is approximately 100°W to 120°W (2200 km)
however, there is a region of persistent weak SST anomaly
(∼0.1°C) to the west at 140°W. These results are consistent
with the SST perturbations that are found in observations and
those that have been described by Zhang [2001], McPhaden
[2002], and others listed in the introduction.
[44] For the warm phase, the surface currents in Figures 11

and 12 show that the spatial extent of the zonal andmeridional
current is confined to the equatorial region. Meridional cur-
rents show the signature undulating pattern of TIW activity in
the eastern Pacific. The zonal current in Figure 11 shows that
during the last 3 pentads of the warming phase of SST, there is
the presence of an upwelling Kelvin wave arriving in the
eastern Pacific (i.e., westward current (blue) propagating
eastward at the equator). For the cold phase, the zonal current
(not shown) exhibits the presence of a downwelling Kelvin
wave (eastward current) arriving in the eastern Pacific around
the time of W + 6.
[45] Keep in mind that the Zhang hypothesis suggests that

SST warming is due to the presence of a downwelling
Kelvin wave in the eastern Pacific (via the suppression of
cooling from vertical advection). However, in Figure 9, the
modeled downwelling Kelvin wave that was initiated at time
W0 arrives in the eastern Pacific during the cold phase at
W + 6, a time just before the warm phase of SST develops.
This suggests that the downwelling Kelvin wave may act to
initiate the transition from the cold phase to warming phase
but, based on the presence of an upwelling Kelvin wave in
the eastern Pacific several pentads prior to the maximum
SST, the SST warming may not be maintained solely by
Kelvin wave activity.
[46] From Figures 7–12 alone it is impossible to distin-

guish whether the heating cycle in the eastern Pacific is
derived from local surface heat flux, remotely forced via
Kelvin waves as shown by Zhang [2001], or through other
ocean dynamics. A mixed layer heat budget will be pre-

Figure 12. Same as Figure 10 except meridional current
response to three cycles of MJO forcing. W + 10 to W + 13
shown are relative the maximum westerly wind in the
western Pacific (W0).

Figure 13. Variability associated with MJO forcing during
the months of October–May. Variability is shown in terms
of standard deviation. Please see text for a detailed descrip-
tion of the construction of this variability.

LUCAS ET AL.: MECHANISMS OF MJO-SST IN EAST PACIFIC OCEAN C05012C05012

13 of 21



sented in section 3.2.2 to ascertain the sources of heating
and cooling in the eastern Pacific.
3.2.2. Mixed Layer Heat Balance
[47] To establish a more detailed analysis of the surface

ocean response in the eastern Pacific, a regionally averaged
surface layer heat budget was constructed. The selection of
the region is based on the area of maximum SST variability
forced by MJO (Figure 13). The variability shown in
Figure 13 is constructed relative to the internal variability
that is shown in Figure 2. In general, the method used to
calculate variability of a system is fairly straightforward.
However, variability in the OGCM’s SST response contains
both variability associated with MJO forcing and internal
variability of the model (i.e., variability in the climatology‐
forced response that is not associated with the mean annual
cycle response; for example, TIWs). In order to construct
the variability shown in Figure 13, careful attention must be
paid to separate the MJO‐forced variability from the internal
variability. First, the anomalous ocean response, relative to

the annual cycle, was computed at each grid point. Then the
variance of the anomalous response was computed at each
grid point. Since MJO forcing is applied only during the
months of October to mid‐May, those pentads were used to
compute a spatial map of mean variance similar to that
shown in Figure 2. That mean variance map (not shown)
contains MJO‐forced variability plus internal variability [cf.
Waliser et al., 2003]. To estimate the portion of variance
associated with the MJO forcing, the model’s internal var-
iability during the period of October to mid‐May (discussed
in section 2.2; Figure 2) was subtracted. Figure 13 is shown
in terms of standard deviation. The region of highest vari-
ability in the eastern Pacific is from 3°N to 3°S and 120°W
to 100°W. This region will be used for further examination
of the intraseasonal SST relationship. In this region the
maximum standard deviation for SST is 0.54°C.
[48] Figure 14 presents the surface layer heat budget, local

wind and rain (freshwater) forcing, and the mixed layer
response averaged over the region of maximum SST vari-

Figure 14. Local forcing, mixed layer response, and surface layer heat budget for eastern Pacific. Time
series averaged over the region of 3°N–3°S and 120°W–100°W showing (a) local zonal wind, wind speed
and rain forcing, and zonal current; (b) SST and mixed layer depth response; (c) ML heat budget; and
(d) surface layer heat budget.

LUCAS ET AL.: MECHANISMS OF MJO-SST IN EAST PACIFIC OCEAN C05012C05012

14 of 21



ability (3°N–3°S, 120°W–100°W). The surface layer heat
budget is based on the following equations:

@T

@t
¼ Qnet

H�0Cp
� u

@T

@x
� v

@T

@y
� w

@T

@z
þ entrainment þ mixing;

ð1Þ

Qnet ¼ ð1� �ÞSW � ½LW þ LH þ SH � � SWB; ð2Þ

where Qnet is the net surface heat flux from the atmosphere
above, SW is the incoming solar shortwave radiation which
is reduced by the surface albedo (a), LW is the net longwave
radiation, LH is the latent heat flux, SH is the sensible heat
flux, and SWB represents the portion of SW radiation lost by
penetration below the mixed layer; r0 is seawater density,
Cp is heat capacity, H is mixed layer depth, and T is mixed
layer temperature. In the first equation, dT/dt represents the
time rate of mixed layer temperature change balanced by the

net surface heat flux, horizontal and vertical advection terms
(�udTdx;�vdTdy;�wdT

dz ), entrainment, and horizontal and verti-
cal mixing terms. Horizontal advection, entrainment and
Qnet were calculated by the model in terms of W/m2 and are
shown in Figure 14c as spatially averaged pentad mean
values per meter of mixed layer depth (i.e., W/m2/m). To
calculate the spatially averaged values, mixed layer depth at
individual grid points were used prior to spatially averaging.
Here dT

dt is calculated using the time rate of change of the spa-
tially averaged pentad mean SST anomaly (i.e., dTdt = SSTt+1 −
SSTt). The vertical advection and mixing terms, both hori-
zontal and vertical, are collected into one term and were
calculated as a residual difference using
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Figure 15. Comparison of the relative contribution to dT/dt for the mixed layer heat budget terms listed
in Figure 14c and the time rate of change for anomalous SST (dT/dt) (green line; shown as W/m2) for
(a) meridional advection (blue line), (b) zonal advection (blue line), (c) vertical advection and mixing
(blue line), (d) entrainment (blue line), and (e) Qnet (blue line). Red (blue) asterisks are those warming
(cooling) events included in composite warming (cooling) calculations.
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[49] The vertical advection and mixing term is calculated
for this heat budget as a residual due to difficulties that arise
from transforming vertical velocity (w) from a sigma based
coordinate system to depth based z coordinates. It should
be noted that a sigma layer model does not use a vertical
advection term in the manner that a level model would. In a
sigma layer model, the surface mixed layer is a variable
depth layer. The calculation of mixed layer depth is done as
a balance between surface turbulent kinetic energy (TKE)
and stratification rather than as a series of levels with an
interface through which vertical advection would pass (i.e.,
a fixed depth levels). Therefore, entrainment is the most
important vertical term when using a moving interface (i.e.,
the bottom of the mixed layer) and vertical advection and
mixing should be calculated as the residual of the heat
budget.
[50] The anomalous SST response (Figure 14b) shows a

fair amount of variability in the first 3–4 months even
though this is primarily associated with weak local MJO
forcing (i.e., zonal wind less than 0.5 m/s, rain less than 0.1
mm/d, Figure 14a) in this region. Also evident is the long
delay in the zonal current response (Figure 14a), nearly one
and a half months after MJO forcing begins. The lack
of strong local forcing, the long lag in the zonal current
response, taken together with the composite zonal current
and sea level height discussed above suggests that at least a
portion of the anomalous SST is forced remotely by winds
to the west and possibly influenced by Kelvin or other wave
activity.
[51] SST variations are on the order of 0.5°C and have

very little mixed layer depth variability associated with them
(when averaged over the region). Figure 14c shows that the
primary contributors to the SST anomalies are meridional
advection, and the vertical advection and mixing term. Each
are large in magnitude at times leading SST change.
[52] However, a better way to compare the contributing

terms in the mixed layer heat budget is to examine each term
individually for the relative contribution to dT/dt and the
degree to which the term and dT/dt are correlated. Figure 15
shows the relative contribution to dT/dt (green line; shown
as W/m2) for meridional advection (Figure 15a, blue line),
zonal advection (Figure 15b, blue line), vertical advection
and mixing (Figure 15c, blue line), entrainment (Figure 15d,
blue line), and Qnet (Figure 15e, blue line); asterisks denote
times the maximum warming (red) or cooling (blue) rates
for the composite period. Meridional advection is larger and
better correlated with the time rate of change of SST (r =
0.97) than vertical advection and mixing (r = 0.65). Zonal
advection is roughly equal in magnitude to vertical advec-

tion and mixing but its phase leads SST change by a small
degree. Qnet, the amount of surface heat flux that is retained
in the mixed layer, is mostly positive, small (∼5−10 W/m2)
and anticorrelated with dT/dt (r = −0.53) suggesting that it
contributes both to reducing the total amount of cooling
during the cold phase and helps to initiate the warming
phase. Entrainment contributes to cooling the mixed layer
during the cold phase, leading the time of surface SST
cooling by about a quarter cycle. The peak warming rate of
d(SST ′)/dt is approximately 0.14°C/pentad in late April/
early May (shown as W/m2). The peak cooling rate is ap-
proximately −0.17°C/pentad in early April (shown as W/m2).
[53] Composite averages are used to determine the con-

tributors to the mean warming and cooling of SST from the
cyclic MJO forcing events described above. The events are
chosen based on maximum warming (or cooling) rates and
include the time one pentad prior to and one pentad after
the maximum rate. The selected events are highlighted by
the 9 red (9 blue) asterisks on Figure 15. Table 1 shows the
composite SST response from the 3 events (total of 9 pentads
averaged) and the mixed layer heat budget for both the
cold and warm phase in terms of W/m2 and percentage of the
total budget. The composite response shows that meridional
advection accounts for the bulk of the SST change (61.8%
warming; 70.7% cooling) followed by vertical advection and
mixing (6.7% warming; 37.6% cooling). Zonal advection
(20% warming; 5% cooling) and net surface heat flux (9.5%
warming; −30.7% cooling) play important roles in the
development of warm SST events whereas entrainment
(1.5% warming; 17.4% cooling) is important in the formation
of the cold events.
[54] To determine the relative importance of the mean

advection and eddy terms to the total meridional advection,
the mean and eddy components were calculated and are
presented in Figure 16. This partitioning tests the relative
importance of: 1) advection of the MJO‐forced (i.e., anom-
alous) temperature field by mean currents (�vdT

0
dy ), 2) MJO‐

forced advection of the mean temperature field, (�v0 dTdy),
and 3) the interaction of MJO‐forced currents and the MJO‐
forced temperature field (�v0 dT

0
dy ), where bars (e.g., �v)

represent the climatological mean and primes (e.g., −v′)
represent the anomaly. Results for the 9 warming pentads (9
cooling) used for the composite mixed layer heat budget
discussed above are shown in Table 2. The “Composite
Response” column lists the phase of the composite response;
the “�vdT

0
dy ,” “�v0 dT

0
dy ,” and “�v0 dT

0

dy ” columns list the values
for the calculated eddy terms; and the “�vdTdy” column lists the
values for the mean climatological meridional advection. The

Table 1. Summary of the Mixed Layer Heat Budget Terms Contributing to the Warming and Cooling Events in the Composite Anom-
alous SST Response Shown in Figure 15

Warming Phase Cooling Phase

W/m2 Percent of total budget W/m2 Percent of total budget

Zonal advection 4.55 20.5 −1.11 5.0
Meridional advectiona 13.75 61.8 −15.71 70.7
Vertical advection and mixing terms 1.49 6.7 −8.33 37.6
Entrainment 0.34 1.5 −3.86 17.4
Net surface heat flux 2.11 9.5 6.82 −30.7
Rate of mixed layer temperature change (dT/dt) 22.24 (0.10°C/pentad) 100 −22.20 (−0.11°C/pentad) 100

aThis is the largest contributor.
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uncertainty listed in the “Uncertainty in Calculated Terms”
column refers to the “degree of approximation” introduced by
the use of a 5 day mean value of meridional current (v) and
temperature (T) used to calculate the eddy terms. This uncer-
tainty is calculated from the difference between the sum of the
calculated eddy terms at any given time (shown in Table 2)
and the anomalous meridional advection recorded by the
model at that time. This uncertainty primarily results from
the loss of variance due to multiplying two averaged terms
(i.e., −v dT/dt) rather than multiplying two fluctuating
terms prior to averaging. There is no approximation un-
certainty in the mean meridional advection term as its value
(shown in Table 2) is calculated by the model. MJO‐forced
advection of the mean temperature field (�v0 dTdy) is the
leading term driving the meridional advection in both the

warming and cooling phase. Additionally, �v0 dTdy is better
correlated with dT/dt (r = 0.72) and contains more variance
(118.3 (W/m2)2) than the second leading term �vdT

0
dy (r =

0.2, 83.2 (W/m2)2) during the time of MJO forcing. In
section 4, these results are summarized and put in to context
with previous studies mentioned in the introduction.

4. Summary and Discussion

[55] The objective of this study was to explore the rela-
tionship between the atmospheric Madden‐Julian Oscilla-
tion (MJO) and intraseasonal sea surface temperature (SST)
variability in the eastern tropical Pacific Ocean. Investigat-
ing this relationship is important because changes in SSTs in
the eastern Pacific Ocean could play a role in initiating and

Table 2. Mean and Eddy Components of the Anomalous Meridional Advection Associated With MJO Forcinga

Composite Response �vdT
0

dy �v
0 dT

0

dy �v
0 dT
dy Uncertainty in Calculated Terms �vdTdy

Warming events (W/m2) 4.81 1.48 12.87 −3.56 −29.42
Cooling events (W/m2) 0.36 0.15 −9.03 −3.84 −24.00

�vdT
0

dy �v
0 dT

0

dy �v
0 dT
dy

Correlation with dT/dt 0.30 0.01 0.72
Variance (W/m2)2 83.17 10.97 118.3
Standard deviation (W/m2) 9.12 3.31 10.88

aThe uncertainty listed in the “Uncertainty in Calculated Terms” column refers to the “degree of approximation” introduced by the use of a 5 day mean
value of meridional current (v) and temperature (T) used to calculate the eddy terms. This uncertainty is calculated from the difference between the sum of
the calculated eddy terms at any given time and the anomalous meridional advection recorded by the model at that time. Correlation, variance, and standard
deviation are taken for the first W + 1 forcing period to the end of the forcing.

Figure 16. Calculated meridional advection eddy terms. (top) Rate of mixed layer temperature change
(blue line, left‐hand axis), mixed layer depth in terms of climatological value (thick green line, right‐hand
axis), and the sum of the climatological and anomalous value (thin green line, right‐hand axis). (bottom)
Calculated meridional advection eddy terms (see inset legend). Red (blue) asterisks are the warming
(cooling) events included in composite warming (cooling) calculations.
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regulating El Niño/La Niña events. Previous observational
studies by Zhang [2001] and McPhaden [2002] have illus-
trated the connection between the MJO and the development
of zonally large (>2000 km) and persistent (on the order of
weeks) SST anomalies. Those studies suggested that changes
in vertical processes, such as vertical advection and entrain-
ment, forced remotely by winds in the western Pacific (via
equatorial Kelvin waves) may be the mechanism controlling
SST changes. However, those studies were restricted by the
use of a limited set of observations (e.g., sparse sampling and
missing data) which did not allow for an exacting assessment
of the mechanisms associated with intraseasonal SST vari-
ability in the eastern Pacific.
[56] An ocean general circulation model (OGCM) was

employed in this study to compliment the above work and to
possibly overcome the limitations of the observation‐based
studies with the goal of obtaining a more complete physical
understanding of the ocean dynamic and thermodynamic
processes associated with the development of the SST
anomalies. The OGCM used in this experiment was tested
using observed forcing fields of rain, wind, solar radiation,
and cloud fraction. Validation of the modeled SST response

was based on climatological SST from Levitus and Boyer
[1994] and the observed SST and subsurface temperatures
used by Zhang [2001] and McPhaden [2002]. The OGCM
was demonstrated to be capable of simulating realistic annual
and interannual SST variability (Figure 5).
[57] The primary model simulation experiment used ide-

alized MJO forcing constructed from observed fields. The
results from this model experiment showed a SST response
similar in spatial and temporal characteristics to the SST
variability observed by Zhang [2001] (Figures 8 and 10).
The model’s wind/SST lag is similar to observations noted
in literature with maximum SST anomalies developing 12
to 13 pentads (60–65 days) after the maximum zonal wind
forcing in the western Pacific. Peak easterly (westerly) zonal
wind forcing in the western Pacific initiated a Kelvin wave
that propagates eastward and arrives in the eastern Pacific
prior to periods of maximum SST cooling (warming). Con-
trary to Zhang’s findings, the modeled downwelling Kelvin
wave, which he hypothesizes to be the remotely forced link to
SST warming, arrived at a time 2 to 3 pentads before the cold
phase ends, well before the warming phase of SST develops.
This modeled ocean response suggests that the downwelling

Figure 17. Schematic of mixed layer temperature balance for the warming (right, red) and cooling (left,
blue) phase of intraseasonal SST. Thickness of the arrow shaft represents the relative importance of each
term. Red background and arrows indicate warming, and blue background and arrows indicate cooling.
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Kelvin wave may act to initiate the transition from the cold
phase to warming phase but that the SSTwarming may not be
maintained solely by Kelvin wave activity.
[58] A mixed layer heat budget of the eastern Pacific

during the cooling phase and the warming phase is sum-
marized graphically in Figure 17. The thickness of the arrows
represent the relative contribution to the mixed layer tem-
perature change during periods of peak d(SST ′)/dt; red arrows
indicate warming, blue arrows indicate cooling. Analysis of
the mixed layer heat budget shows that SST variability is
primarily related to meridional advection, rather than vertical
advection as suggested by the Zhang and McPhaden studies.
Meridional advection accounts for 61.8% (13.75 W/m2) of
the warming phase and 70.7% (−15.71 W/m2) of the cooling
phase heat budget. Eddy term analysis shows that MJO‐
forced meridional currents are acting to redistribute the mean
meridional temperature gradient. Zonal advection is the
second largest term in the warming phase with 20.5% of
the budget (4.55 W/m2). Vertical processes (i.e., vertical
advection and entrainment) play a significant role in the
cooling phase (37.6%, −8.33 W/m2 and 17.4%, −3.86 W/m2,
respectively) however, surface heat flux acts to mediate
the effect of cooling by warming the mixed layer (−30.7%;
+6.82 W/m2).
[59] Taking together all of the above discussion, the

anomalous SST response is primarily driven by meridional
advection (Table 1). Most of the meridional advection can

be attributed to the advection of the mean meridional tem-
perature gradient by meridional currents forced by MJO
(Table 2). During the warming phase, zonal advection plays
a more significant role in the SST temperature change than
vertical advection and mixing. However, during the cooling
phase vertical advection and mixing, and entrainment are
considerably larger terms than that of zonal advection.
[60] Although great care has been taken to ensure that the

design of this experiment is robust, the limitations of this
OGCM framework should be noted. First, this OGCM does
use an atmospheric mixed layer model to calculate the
surface heat flux but this OGCM is not a fully coupled
ocean‐atmosphere model. That is, SST does not have a
feedback on the winds. Observed SST, like that analyzed by
Zhang [2001] and McPhaden [2002], includes this feedback
and other coupled phenomena of the ocean‐atmosphere
system. A future step may be to use a coupled ocean‐
atmosphere model to determine the implications on the
findings presented here [cf. Zheng et al., 2004]. Second,
errors and limitations in the observed data used for the
construction of forcing fields could lead to errors in the
calculated response. In this study, careful attention was paid
to obtain high‐quality forcing data, to validate the OGCM
to observed data, and to choose a model that has realistic
fidelity at reproducing the tropical ocean response to MJO,
as well as annual and interannual forcing. And lastly, the use
of a mixed layer with a one‐dimensional vertical mixing

Figure 18. (top) Same as Figure 16 (top). (middle) Anomalous zonal and meridional currents. Zonal
currents are meridionally averaged 3°N–3°S at the longitudes 100°W (red line) and 120°W (light blue
line). Meridional current is zonally averaged 100°W–120°W at the latitudes 3°N (green line) and 3°S
(dark blue line). Red (blue) asterisks denote the warming (cooling) events included in composite warming
(cooling) calculations. (bottom) Zonal (dark blue line) and meridional (green line) convergence/divergence,
time rate of SST change (red line, magnified three times), and zonal wind speed (light blue line). Correlation
of dSST/dt is shown in the legend box.
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scheme, and the assumptions that go with it (i.e., a well
mixed, uniform temperature mixed layer), may not wholly
represent all of the physical processes going on in our region
of study.
[61] Additionally, it is important to understand the un-

certainty associated with the OGCM’s simulation of the
meridional and vertical advection terms shown in the results
of the surface layer heat budget. As discussed in section 2.2,
the meridional SST gradient (Figure 1) and the vertical
temperature gradient (Figure 6) contain biases in the annu-
ally averaged mean state. The magnitude of these biases can
be used as a first‐order estimate of the relative error between
the meridional and vertical advection terms shown in the
heat budget results (Table 1). The bias in the mean annual
meridional SST gradient is small, on the order of a 10% over
estimation, whereas the vertical temperature gradient in the
model may be under estimated by almost a factor of 2.
Using this as a guide, the results from the warming phase of
the heat budget are relatively unchanged with meridional
advection contributing 12.38 W/m2 and vertical advection
and mixing terms contributing 2.98 W/m2. However, the
cooling phase heat budget may have almost equal contribu-
tions frommeridional advection (accounting for 14.14W/m2)
and vertical advection and mixing terms (16.66 W/m2). As
discussed in section 3.1, the addition of the Galápagos Islands
in future model experiments may act to reduce the bias in the
eastern Pacific SST and the vertical temperature gradient
which may have important implications on the results pre-
sented here.
[62] The primary result from this study, namely that MJO‐

forced meridional current is a primary contributor to
intraseasonal SST change in the eastern Pacific, seems to
beg the question: what is driving the meridional current?
Although the answer to this question is outside the scope
of this study and cannot be definitively answered here, the
following discussion highlights some preliminary findings.
Figure 18 shows an analysis of the currents at the bound-
aries of the region analyzed in Figure 14. Figure 18 (top)
shows the time rate of change of the anomalous mixed layer
temperature (blue line) and mixed layer depth (heavy green
line is the climatological response, light green line is total
mixed layer depth response) averaged within the region.
Figure 18 (middle) shows the anomalous zonal current at
120°W averaged from 3°N to 3°S (light blue line, western
boundary of the region), zonal current at 100°W averaged
from 3°N to 3°S (red line, eastern boundary), meridional
current at 3°N averaged from 100°W to 120°W (green line,
northern boundary) and meridional current at 3°S averaged
from 100°W to 120°W (dark blue line, southern boundary).
The red (blue) asterisks on the abscissa denote the warming
(cooling) events used in composite warming (cooling) cal-
culations. During the warming events the meridional current
is convergent into the region (on the order of 4–5 cm/s) and
the zonal current is divergent out of the region (on the order
of −25 cm/s at the western edge and 5 cm/s on the eastern
edge). The cooling phase is opposite with meridional cur-
rents divergent and zonal current convergent. It is natural to
expect that these currents might be driven by the zonal wind
via Ekman transport. Figure 18 (bottom) shows zonal wind
speed (light blue line, right axis), dSST/dt (red line), du/dx
(dark blue line), and dv/dy (green line). Although zonal wind
is well correlated and in phase with dSST/dt, a scale analysis

of the zonal wind speed (approximately 0.5 m/s) shows that
the meridional Ekman transport generated at 3°N and 3°S
would be too small (under 1 cm/s) to drive the 4–5 cm/s
meridional current response. Additionally, the zonal current
at 120°W is in opposite phase with the zonal wind implying
the presence of remotely forced activity in that region. Zonal
and meridional divergence and convergance (du/dx and dv/dy,
shown in Figure 18 (bottom)) suggests that zonal and
meridional transports are on the same order of magnitude.
However, the mean meridional temperature gradient in this
region is much stronger than the zonal temperature gradient.
This would suggest that for equal transport, the meridional
advection would have a greater influence on the mixed layer
heat budget.
[63] Further study, both in the observational and modeling

context, is needed in order to address the uncertainties, the
driver of the meridional advection, and the caveats discussed
above. In the modeling context, reproducing these results
with OGCMs that contain physics other than those in the Gent
and Cane model and/or with a coupled ocean‐atmosphere
model, would be a valuable next step. In the observational
context, additional measurements of the zonal andmeridional
currents need to be made at off‐equatorial buoy locations in
the eastern Pacific (e.g., 2°N and 2°S, 110°W and 95°W) for
a time period of several years (i.e., several MJO events) to
quantify and compare the meridional and zonal advection
contributions reported here.
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